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Motivating Example: “DNA Hound”

try {

}

A

//la remote service invocatio

catch ( RemoteException ¢
/lexception handling code

trv {

try {
/la remote service invocation

}

catch ( RemoteException e) {

/lexception | try {

} /la remote service invocation

Too much custom - coded exception handling!!
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catch ( RemoteExceptior
/lexception handling cod
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/la remote service invocation

catch ( RemoteException e){
/lexception handling code

}
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Background

1 Component Infrastructures
BOSGI

{ Service- oriented component platform for Java
(Encapsulation with bundles, Management Architecture)

BR- OSGI

1 Remote OSGito support distributed services ( Proxy based
distribution, Exceptions to signal network failure)

1 Network Volatility

BTemporary network outage
{ Random channel errors, node mobility, and congestion
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Background

} Disconnected operations
BCommonly used techniques
{ Caching
1 Queuing
1 Replication
{ Hoarding
{ Multi - modal operations
+ Aspect Oriented Programming
BModularizing cross - cutting concerns
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Disconnected Remote OSGi: DR-0OSGi

1 Treat network volatility as a disease
BUnavoidable and omnipresent
BCannot always prepare for it in advance

1 E.g., nave implementation practices, execution
environment changes, etc.

1 Leverage the collected wisdom of distributed
system developers
BDisconnected operations, fault - tolerant designs

{ Custom - coded for individual applications
1 Not reusable and hard to customize
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Disconnected Remote OSGi: DR-0OSGi

1 Improve on state of the art in middleware
BAdvanced middleware (e.g., R - OSGi)
1 Raise exceptions in response to network volatility
1 Reestablish connection once the network is up again
{ Require programmer handle exceptions manually

1 Treat symptoms of volatility systematically
BUse hardening strategies (e.g., medicine) for QoS
BDetect volatility, instantiate and deploy a strategy

BReturn to normal operation once the network is up
again
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Treating Symptoms

+ Flu 1 Network Volatility
B Cannot eliminate the flu B Cannot avoid network volatility
B Treat symptoms B Treat symptoms
B Improve the quality of life B Improve the quality of service
(QoS)

Disconnected
Operations

Caching
TDR— OSGiJ Queuing

Replication |

Hoarding
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Contributions

1. An approach for hardening distributed

component applications with network volatility
resiliency

2. Programming abstractions to express
hardening strategies

B Customizable hardening strategies for networks and
applications

B Reusable hardening strategies across applications

3. A reference middleware implementation that

can harden existing distributed component
applications
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Roadmap

} DR- OSGi Design & Architecture
1 Treating Symptoms of Network Volatility

1 Evaluation

BBenchmarks
BCase Study

v Future Work
1 Conclusion
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DR-0OSGi Design Objectives

» Transparent

BShould not affect the core functionality of the
underlying application
1 Flexible

BOnNe should be able to start and stop a hardening
strategy dynamically

1 Extensible

BHardening strategies should be easy to
program, modify, and extend
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DR-0OSGi Architecture
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Roadmap

1 DR- OSGi Design & Architecture
1 Treating Symptoms of Network Volatility

y Evaluation

BBenchmarks
BCase Study

v Future Work
1 Conclusion
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DR-0OSGi

Distributed Distributed Distributed Distributed
Service Service Service Service
R- OSGi

Network Monitor
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